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AGENDA
OurObservationsaroundPublicCloud
RethinkingPrivateCloud
PrivateCloudvsTraditionalHardwareCluster
ThevScalerAdvantage
Q&A

Good Morning CloudExpo
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Observations

Interconnect performance varies significantly across public cloud 
providers.

Optimising costs in a single public cloud is hard and multi-cloud or 
hybrid environments are even more challenging. 

Identifying the correct instance for your goal or workload is not 
simple.

The cost of data movement can be prohibitive.

Resources can sit idle ςits down to the end user to manually shut 
down resources when not in use.

Automated scaling can be hard to achieve and implicit constraints 
may create issues.

While it is a very useful resource to augment existing HPC systems, 
Cloud does not replace traditional HPC but rather should be 
considered as part of a hybrid strategy.

H P C I N P U B L I CC L O U D
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Modern IT has become 
more complicated

Broadening the demands 
on the back end 
infrastructure

HPC has traditionally been a static resource (software/applications) 
bringing the flexibility of cloud inhouse, provides your team with a more 
flexible research environment.

Blend virtual systems with physical systems as users progress from 
development and prototyping towards large scale simulations.

Simulations can be validated against instance types to optimise 
performance without additional cost and at will.

A parallel file system but with the capability to provide access via s3 object, 
HDFS (Hadoop file system) and be API driven to connect to containers.

Clear control of costs ςBudgets, cost overruns etc. Simplify support and 
cost of support

No Longer needs to be owned by a single Department/Team/Faculty

Rethinking Private
Cloud
H P C I N P R I V AT EC L O U D

vScaler simplifies this
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Find us on the OpenStackmarketplaceas a validated and
tested OpenStackplatform for Private, public and hosted
cloud.

What is vScaler?

P O W E R E DB Y O P E N S T A C K
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Built on
OpenStack

W H AT  I S  V S C A L E R

OpenStackis a cloud operating system that
controls large pools of compute,storage,and
networkingresourcesthroughouta datacenter,
all managedthrough a dashboardthat gives
administratorscontrol while empoweringtheir
users to provision resourcesthrough a web
interface.

Introducing
OpenStack
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¢ƻŘŀȅΩǎIT Challenges

Traditional

ÅSiloed approach
ÅManual Configuration
ÅSeparate teams for 

Storage, 
ÅNetwork and Compute
ÅStorage typically block/SAN 

based (not scale out)
ÅChallenges in scaling and 

keeping up to date

Modern

ÅSelf service capability
ÅApplication Portals
ÅDeep Learning Frameworks
ÅBig Data / Hadoop
ÅRapid Provisioning
ÅDistributed Collaboration 
ÅDemands for scale out Storage: file, 

block and object
ÅDev/Ops
ÅCOE: Mesosphere / Kubernetes
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vScaler CloudPlatform

AI/Deep 

Learning

Big Data / 

Hadoop  

HPC / 

Rendering
Containers, 

Kubernetes, 

Docker

On Demand 

Resources in Private 

(or Multi -Cloud)

Unified 

Parallel 

Storage Pool
Self Service
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vScaler SoftwareArchitecture
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FeatureList

SeeMore

Eliminate the admin Pre-emptive log 
analysis warning admins of potential 
issues. Comprehensive hardware 
monitoring and integration.

Enterprise Grade
Cloud

Rapiddeployment

Tested and validated software
stack

Containerised
deployments

Storagebalancedwhenonline

Drivestaggedandreadyfor use
ithin 10minutes

Zero touch
provisioning

vScaler
Features


